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Figure 1: Our system automatically computes a fabricable set of alterations to transport the drape of a garment from a template body to
different body shapes. In this example, we compute the set of modifications to adapt a pair of child leggings to an adult, and vice-versa. The
alterations are computed to transport the stress on the garment from the source to the target body. Alterations may include removal (shown
in red on the sewing pattern) or insertion (shown in blue) of pieces of fabric, as well as the usage of darts.

Abstract

Garment alteration is a practical technique to adapt an existing garment to fit a target body shape. Typically executed by skilled
tailors, this process involves a series of strategic fabric operations—removing or adding material—to achieve the desired fit
on a target body. We propose an innovative approach to automate this process by computing a set of practically feasible
modifications that adapt an existing garment to fit a different body shape. We first assess the garment’s fit on a reference body;
then, we replicate this fit on the target by deriving a set of pattern modifications via a linear program. We compute these
alterations by employing an iterative process that alternates between global geometric optimization and physical simulation.
Our method utilizes geometry-based simulation of woven fabric’s anisotropic behavior, accounts for tailoring details like seam
matching, and incorporates elements such as darts or gussets. We validate our technique by producing digital and physical
garments, demonstrating practical and achievable alterations.

1. Introduction

In the past decade, a new era of computational design tools has
emerged to facilitate the digital creation and evaluation of gar-
ments. Interactive platforms like Clo 3D [CLO22] are actively em-
ployed in the apparel industry, seamlessly integrating sewing pat-
tern design with physically-based simulation. Concurrently, aca-
demic research is contributing novel tools [PDF∗22] that compute

fabricable pattern layouts tailored to specific target bodies. While
these tools have the potential for automation, their primary focus
remains designing and fabricating new garments. Rather than de-
sign and fabricate a new garment from scratch, a more sustainable
approach involves modifying an existing garment to fit a particular
body shape faithfully. This process, commonly known as garment
alteration, entails manually adding or removing fabric to a given
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garment to achieve the desired drape. Guided by the tailor’s ex-
pertise and a few measurements, this procedure is often necessary
to tailor newly bought clothing for a perfect fit or to refurbish old
garments to accommodate changes in body shape over time.

In this paper, we introduce a novel digital pipeline for automating
garment alteration. Our method determines a minimal set of modi-
fications (involving fabric insertions and removals) to adapt a pre-
existing sewing pattern from a source to a target body. The resulting
alterations are grounded in reality, meeting the criteria for physical
realization. The adjusted garment reproduces the intended drape of
the original garment. We compute alterations by employing an it-
erative process alternating between global geometric optimization
and physical simulation. Given a reference garment and its desired
drape on a corresponding template avatar, we first adjust the ini-
tial pattern layout to match the desired fit on the intended target
body. This iterative cycle deforms the pattern pieces while preserv-
ing their connectivity and structure. Then, we convert the disparity
between the initial sewing pattern and the computed target pattern
into a sequence of alterations expressed as a series of insertion and
removal operations. The primary challenge in this phase lies in en-
suring that the alterations are physically achievable and practical.
Our pipeline is supported by a physically-based strategy that ex-
pands upon the widely recognized position-based dynamics method
[MHHR07], incorporating the anisotropic behavior intrinsic to tex-
tiles. While many existing sewing pattern modification or creation
methods primarily address tight-fitting garments [MTMP20], de-
sign preferences may lead to a more nuanced fit, perhaps tight in
specific areas and loose in others. To capture and reproduce this
behavior, we introduce the fitting map, which assigns a descriptor
for each face of the reference garment reflecting the local defor-
mation experienced during wear. The fitting map is a 2× 2 tensor
matrix that encodes the deformation of each triangle from its orig-
inal shape in 2D space (where the textile is cut) to its deformed
shape when the garment is draped over the body. Additional details
are provided in Section 4. Throughout the paper, we visualize the
fitting map using color coding, with red representing tension and
blue representing compression (see Fig. 1 and 5). Since the tensor
encodes length changes in two directions, we visualize the direction
with the maximum magnitude.

To validate our approach, we conduct various experiments,
including mapping between significantly different body shapes.
Furthermore, we bring our methodology to life by fabricating
physical garments, providing tangible evidence of the real-world
applicability and efficacy of the proposed approach. Our pipeline
accurately computes significant changes, such as adapting an
adult garment for a child or vice versa (see Fig. 1) or adapting
garments to different body shapes (see Fig. 13). It is essential to
highlight that while various approaches have been proposed to
grade template sewing patterns or freely deform them to match a
different body shape [BSBC12, MWJ12, WWY05, Wan18]—thus
generating an entirely new pattern layout—our approach stands out
as the first to specifically address alterations of existing garments.

2. Related work

In the last decade, both the fashion industry and academia have
shown considerable enthusiasm for emerging technologies that fa-

cilitate the digitization of garment design and production. Craft-
ing computational techniques for designing, optimizing, or simu-
lating virtual garment draping requires addressing a spectrum of
interconnected challenges, ranging from differential geometry and
physically-based simulation to user interaction.

2.1. Surface patch decomposition

Surface patch decomposition stands as a critical challenge with
diverse applications in geometry processing and computer graph-
ics [Cam17]. Existing techniques in this domain primarily fo-
cus on minimizing distortion during the 2D mapping of patches
while maintaining a simple overall layout. Notable methods in-
clude bounded distortion parameterization [SCOGL02], Autocuts
[PTH∗17], and OptCuts [LKK∗18]. While these approaches prove
beneficial for UV mapping and texturing 3D shapes, their appli-
cability to garment fabrication is limited. Alternative methods for
surface patch approximation prioritize fabrication as the primary
objective. Many aim to decompose the surface into a set of devel-
opable patches, facilitating fabrication using flat materials [JKS05,
SGC18, IRHS20, BVHSH21]. However, the resulting patch lay-
outs often fall short of being well-suited for garment fabrication
due to the intricate seam structure in garment design. The com-
mon practice of decomposing a given shape into multiple patches
is frequently employed to achieve a globally smooth parameteriza-
tion and, in some instances, a semiregular quadrilateral remeshing
[CK14,PPM∗16]. This process typically involves computing a sur-
face tangent vector field aligned with features and principal direc-
tions on the surface [VCD∗17], followed by tracing the patch de-
composition [RRP15,PPM∗16,NHE∗19,LPP∗20,PNA∗21]. How-
ever, the structural constraints imposed by these layouts often prove
too restrictive for patternmaking purposes.

2.2. Sewing pattern modification

A new era of computational tools has revolutionized the fashion
industry, significantly streamlining the production cycle and em-
powering designers to explore their creative choices rapidly and ef-
fortlessly. Tools such as Clo3D [CLO22] and Optitex [Opt22] have
become industry standards, gaining widespread acceptance and in-
corporation into the production pipeline. Their popularity is such
that these tools are now integral components of fashion school cur-
ricula. However, most industrial tools are CAD editors dedicated
to iteratively adjusting patterns in 2D and 3D and assessing the re-
sulting draping using simulation. A pioneering approach for these
industrial tools was proposed by Umetani et al. [UKIG11], where
fast cloth simulation enables users to work in 2D and 3D simulta-
neously and observe the effects of changes in both modes.

More sophisticated approaches allow the design of garments di-
rectly in 3D using a variational exploration of contours, fold- and
boundary curves sketched by the user on a 3D avatar ( [CHT∗07,
DJW∗06, RSW∗07, RMSC11, WHZ∗21] ). Other approaches use
training data and machine learning methods to construct 3D gar-
ments starting from 3D scans [CZL∗15, PMPHB17, BKL21] or
explore the space of parametric generation models [WCPM18,
VSGC20, KL21, KSH23, Fre24]. Various methods modify garment
patterns to fit a particular body shape [CST03, WWY05, BSBC12,
MWJ12, BSK∗16, Wan18, BKL21, LZB∗18]. Some of these meth-
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Figure 2: (a) The initial sewing pattern and the target fitting map; (b) The fitting map is transported to the target body, guiding the derivation
of a different sewing pattern; (c) The initial pattern is modified with a set of alteration operations, removing or adding pieces of fabric.

ods can also optimize the resulting stress, pressure or seams trac-
tion [MTMP20]; they rely on predefined pattern designs [KP07]
or let users design target folds [LSGV18] that have to be matched
in the physical simulation. It is worth mentioning a different class
of methods to design and fabricate knitwear [MAN∗16,NWYM19,
YKJM12, NAH∗18, WSY19, LHZ∗21]. However, the intrinsic na-
ture of the knitting setup is different: here, the main task is to de-
rive effective knitting paths and patterns. Pietroni et al. [PDF∗22]
recently proposed a new approach to patternmaking that utilizes
cross-field tracing to produce a patch layout specifically optimized
for woven fabric garment design. The split strategy uses a new
distortion measure that ensures the textile stress of the produced
garment remains below a threshold. Several innovative techniques
have emerged for enhancing and customizing existing pattern lay-
outs. For instance, Perfect Dart [dMQP∗23] introduces optimiza-
tions by strategically incorporating and adjusting darts to enhance
the overall fitness of the resultant dress. Another noteworthy ap-
proach, PerfectTailor [QI23], empowers users to modify a gar-
ment while preserving the fundamental structure of the underly-
ing pattern layout. These advancements signify a dynamic shift in
pattern design methodologies, offering greater flexibility and effi-
ciency in garment customization. Recently [LyCL∗24] introduced
a method to recover simulation-ready garment and body assets in-
cluding clothing patterns from a multi-view capture. Nevertheless,
none of the preceding research efforts explicitly tackle the chal-
lenge of feasible and practical garment alterations.

Garment alterations differ significantly from freeform sewing
pattern modifications. Previous works (like [BSK∗16]) focus on
deforming existing patterns to adapt to a different body shape, po-
tentially creating an entirely new pattern. While these methods can
be used to create new panels and fabricate a new garment from
scratch, they do not address the specific challenges of altering ex-
isting garments. Garment alteration modifies an existing garment,
which requires deriving a minimal set of fabricable and practically
achievable modifications. We visualize this concept in Fig. 1. Our
paper presents the first automatic solution for garment alteration,
addressing this unique challenge.

Figure 3: Left: these two alterations are difficult to fabricate and
sew together since they have a long thin sliver of fabric (left) or
a fragmented boundary (right); Right: similar alterations that are
easier to fabricate and assemble.

Figure 4: A close-up view of pattern alteration of the 3D garment
in Fig. 2. The first row shows the adaptation to a smaller body, and
the second row to a larger body shape. Blue patches are added,
while red ones are removed from the original garment.

3. Overview

Our method is designed to achieve several key objectives.

Fit replication. The modified garment should fit the target body
in the same way the original garment fits the reference body, with
variations in tightness or looseness in different zones. Capturing
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Figure 5: An example fitting map calculated for a skirt with local
variations. Red corresponds to stretch and blue to compression.

this effect ensures the overall drape envisioned by the fashion de-
signer is maintained in the modified garment.

Fabricability. The set of modifications should be practically feasi-
ble. For example, we want to avoid situations like the one depicted
in Fig. 3 (left) and favor the ones shown in Fig. 3 (right). Promoting
patch insertions in alignment with existing seams helps circumvent
the creation of additional cuts, simplifying the overall fabrication
process (an illustrative example of realizable pattern alteration is
presented in Fig. 4).

Control. We aim to empower the user with control over the final re-
sult. This includes the ability to avoid modifications in areas corre-
sponding to zippers or cuts intersecting with pockets. Additionally,
users can enforce global constraints, such as symmetry.

At the end of the process, the original sewing pattern is enhanced
with a set of modifications, including the addition of patches or the
removal of existing fabric. A patch refers to a connected compo-
nent within a sewing pattern. For the remainder of the paper, all al-
terations are represented in blue for additions and red for removals,
as illustrated in Fig. 4. These alterations correspond to structural
modifications of the original pattern, rather than simple variations
of the existing components.

3.1. Structure of the processing pipeline

Fig. 2 provides an overview of the entire processing pipeline, which
comprises multiple sequential steps.

Input. As input, we assume a reference garment GR with corre-
sponding sewing pattern PR and its desired drape on a template
avatar AR, as well as the target avatar AT (see Fig. 2.a).

Target fitting map calculation. We compute the fitting map F(GR)
over the reference garment mesh to capture the desired drape as en-
visioned by the fashion designer. The fitting map serves to locally
quantify the deformation experienced by the textile when worn (see
Fig. 5) and provides the desired fitting for the target avatar mesh
F(GT ) (see Fig. 2.a). Then, we dress the target avatar in the refer-

ence garment. To perform this step while maintaining proper drap-
ing, we smoothly morph between the reference and the target avatar
and compute the drape using robust and efficient physically-based
garment simulation. The details of this step are explained in Sec. 4.

Target sewing pattern derivation. We adapt the sewing pattern to
the target avatar such that the resulting fitting map F(GT ) matches
the reference fitting map F(GR). The purpose of this step is to de-
rive a new target sewing pattern PT that mimics the drape of the
reference avatar on the target one. This step involves an iterative
optimization process, alternating between physically-based simu-
lation and 2D patch flattening optimization (see Fig. 2.b). While
allowing for flexible adjustments in the 2D sewing pattern, we im-
pose global uniformity constraints, including symmetry, and adhere
to fabricability constraints, such as matching across seams. A de-
tailed explanation of this step is provided in Sec. 5.

Alteration operations. The final step consists of performing a se-
quence of adaptation operations to alter (by adding or removing
fabric) the original sewing pattern PR into the final one PAlt in
order to match the shapes indicated by the target pattern PT . We
let physics guide the process of insertion or removal of the fab-
ric (see Fig. 2.c). We stretch the input sewing pattern PR to match
the boundaries of the ideal sewing pattern PT . Intuitively, we want
to let the stretched patch rip apart in the more stressed areas and
then insert new pieces of textile in correspondence with the tearing.
However, this strategy might lead to multiple uncontrolled alter-
ations with fragmented boundaries, which are challenging to real-
ize in practice. To cope with this problem, we solve a global integer
linear programming (ILP) problem to decide where to propagate a
fracture in the stretched patch. The ILP considers the practical is-
sues involved in the alteration, for example, favoring the insertion
of patches on the sides of existing ones. This way, we can exploit
existing seams and avoid unnecessary cutting. We use a similar ap-
proach to determine the regions where we must remove pieces of
textiles. We also provide the users with a degree of control to guide
the process at a finer level, allowing them to avoid inserting or re-
moving fabric from specific areas. We explain this step in Sec. 6.

4. Target fitting map

We define the fitting map F(GR) : F →R2×2 on the reference gar-
ment mesh, where F is the set of faces of the mesh GR. The fitting
map encodes the deformation of a face from its 2D rest shape into
its tangent space in 3D when the garment is worn. Since we only
consider in-plane deformations of a single face, we factor out the
component along the face normal, resulting in a 2× 2 matrix per
face. Given that our material, woven fabric, is strongly anisotropic,
this matrix captures how two orthogonal vectors u and v in the tan-
gent space change their lengths and relative angles when mapped to
the 3D tangent space, and it is usually referred to as the Jacobian J .
This matrix captures the intrinsic deformation of textile fibers, in-
cluding stretch, compression, and shearing. The fitting map is based
on the simplifying assumption of Hooke’s model, where stress is
proportional to strain, which is typically accurate for small defor-
mations. Fig. 5 illustrates an example fitting map. The color-coded
signal showcases substantial variations across the garment surface.
Throughout the paper, we consistently employ the following color
scheme for fitting maps: red denotes stretching, blue indicates com-

© 2024 Eurographics - The European Association
for Computer Graphics and John Wiley & Sons Ltd.



A. Eggler, R. Falque, M. Liu, T. Vidal-Calleja, O. Sorkine-Hornung & N. Pietroni / Digital Garment Alteration 5 of 16

(a) (b) (c)

Figure 6: (a) The reference fitting map computed over the reference
body. (b) The garment is geometrically transported to the target
body to derive a valid initial solution for the physically-based sim-
ulation. (c) The final simulation result is used to derive a physically
plausible draping and the relative fitting map. The color panel on
the right shows the stress on the surface. We use the same scale for
all the examples in the paper.

pression, and green signifies that the fibers maintain their length.
Given that elongation changes can occur in both directions u and v,
we represent this by choosing the maximum value between them.

After computing the reference fitting map F(GR), we transport
the reference garment GR from the reference avatar AR to the target
avatar AT . The naive solution is to replace one body mesh with the
other and then utilize a physically-based simulation to obtain the
final draping. However, this approach only works for simple cases.
If the two meshes vary considerably, replacing one with the other
may generate an invalid starting solution for simulating the draping,
which could result in significant intersections between the garment
and the underlying body, leading to inaccuracies and artifacts.

4.1. Initial drape over target body

To correctly transport the garment from the source to the target
body, we use a precomputed map M : AR →AT , which maps each
point of the reference AR to a corresponding point on the target
avatar AT (the details on how to obtain this mapping are provided
in Sec. 8). We then express each vertex vi ∈ GR of the reference
garment as the difference to its closest point on the reference avatar
ci ∈AR. We can transport ci from the reference to the target avatar
using the mapping M and then displace the vertex along the calcu-
lated difference vector to map vi to the target avatar. To factor out
the local rotation, we multiply the difference vector by the smallest
rotation matrix that aligns the normal of ci ∈ AR on the reference
avatar to the corresponding normal of M(ci) ∈ AT .

This procedure allows us to derive a reasonable initial solution to
bootstrap the physical simulation and compute a proper fitting map
on the target. However, if there is a significant difference in size
between the two avatars, the newly computed fitting map defined on

the transported garment over the target body might fail to capture
the intended draping. To understand this issue, imagine we aim at
transporting a pair of trousers from a short person to a tall person.
We would expect the trousers to become stretched in the process.
In this case, the physical simulation might lead to sliding of the
fabric over the body, and the expected stretch may vanish. To solve
this issue, we can optionally constrain the physical simulation by
fixing a few points on the extremities of the garment(e.g., sleeves of
a shirt). The constrained position is the one produced by the initial
mapping of the garment, since it is related to the underlying body.

5. Target sewing pattern derivation

The fitting map we obtained at the end of the previous step might
differ significantly from the reference one. We show the difference
in Figures 6 (a) and 6 (b). This difference arises from the fact that
the original garment drapes differently over the source and the tar-
get body. To restore the original fitting map (and the original drap-
ing) over the target body, we need to deform the 2D sewing pattern
patches to produce the desired fitting map.

Unlike the classical mesh parameterization where the overall dis-
tortion should be minimized, here we aim to find a patch flatten-
ing that achieves a specific distortion, identified by the fitting map.
Our solution employs the widely used local-global strategy to min-
imize a non-linear energy, as is done in ARAP-based parameteriza-
tions [LZX∗08, PDF∗22].

5.1. Inverse Jacobian

In Sec. 4.1, we describe how we compute a draping of the original
garment on the target avatar. We now wish to modify the 2D sewing
pattern so that the produced fitting map matches the original over
the reference avatar. To align the target fitting map F(GT ) with the
reference fitting map F(GR), it is necessary to adjust the garment
in a manner that ensures that the stress exerted on the target avatar
closely resembles the stress generated on the template avatar.

Intuitively, to solve this problem, we should change the 2D shape
of each face fuv composing the target sewing pattern PT , such that
when the resulting garment is draped over the target avatar AT
and simulated, the deformation matches exactly the expected de-
formation expressed by the corresponding face Jacobian J f from
the reference fitting map F(GR). In other words, we want a new
target sewing pattern PT that matches the desired deformation
once draped over the target body. Specifically, each triangular face
should target the deformation expressed by:

J f ( fuv) = ft , (1)

where ft is the final shape of a face produced by the physical sim-
ulation in 3D after the garment is draped on the target body. Next,
let us consider the 3D shape of a face f0 obtained after simulat-
ing the draping of the garment on the template body. To retrieve its
optimal 2D vertex positions (which corresponds to the rest shape
of the textile patches), we apply the inverse of the target Jacobian
J−1

f (specified by the reference fitting map F(GR)) to f0. Then,
similarly to [LZX∗08], we perform a global stitching step to obtain
vertex positions that best comply with the target configurations of
all the faces (see Eq. (1) in [LZX∗08]).
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Figure 7: Three steps of the inverse Jacobian optimization procedure.

We iterate the local step of computing the inverse Jacobian and
target 2D triangles, and the global stitching step until convergence.
Fig. 7 shows some steps of the iteration process.

Seam reflection symmetry. To ensure the fabricability of the re-
sulting patch layout, we must ensure that seams across adjacent
patches are compatible with the physical sewing process, and we
therefore require seam reflection symmetry. We minimize the de-
viation from a reflection transformation by using the same energy
term as Pietroni et al. [PDF∗22].

Accounting for physics. The procedure described above derives
a sewing pattern that matches as well as possible the deformation
expressed by a predefined fitting map. However, it assumes the 3D
garment shape to be fixed. In reality, by changing the 2D pattern, we
also change the physical behavior of the garment, and the produced
drape might also be different. Theoretically, we should interleave
our inverse Jacobian optimization step with a simulation step and
repeat these two steps until convergence. We verified that the sys-
tem converges to a correct solution after just one of these iterations.
Hence, a second step of simulation and optimization is usually not
necessary.

6. Pattern alteration

The previous step derived a new, ideal sewing pattern PT from the
initial sewing pattern PR that transports the fitting map from the ref-
erence to the target avatar. Our final goal is to find a discrete set of
practical alterations that transform the initial pattern PR to closely
match PT . To address this challenge, we devise a simple physically-
driven strategy. Consider a simple example with two patches of dif-
ferent sizes, and we aim to alter the smaller one into the bigger one.
We can stretch the small patch until its boundaries align with the
target patch. If the stretch exceeds a threshold, the patch will tear.
We can exploit this behavior and add fabric in the areas created by
the tearing (those areas are not part of the original textile anymore).
Indeed, these are precisely the regions on the cloth that need addi-
tional material to conform to the stress. Conversely, if we map a
larger patch into a smaller one, we introduce compression. How-
ever, since compression is the inverse of stretching, what causes
compression in one mapping direction results in stretching in the
opposite direction. In other words, the amount of fabric required

PR

PT

PT

PR

Figure 8: A diagram illustrating the overall process of deriving
pattern alterations. Left: We first stretch the reference pattern PR
(shown in black) such that the boundaries match the boundaries
of the computed target pattern PT (shown in red) to factor out the
stretch. We then insert a new piece of material where the textile
tears. Right: Similarly, we deform PT to match the boundaries of
PR to factor out the compression, and we remove material from PR
in correspondence with the tearing.

to enlarge a smaller garment is equivalent to the amount of fabric
we must remove from the larger garment to make it smaller. There-
fore, we can invert the mapping and use the same procedure for
the generation of tearing, which indicates where to remove fabric.
The diagram in Fig. 8 summarizes this idea. Note that this process
operates exclusively in 2D space and does not take into account
the target’s desired fitting maps, because these have already been
addressed in the preceding step.

6.1. A fabricable set of alterations

We aim to promote adaptation operations that are more feasible to
implement physically. We can summarize the main objective of this
procedure as follows.

Limited alterations. The user can set the maximum number of
alterations for each patch side. As previously mentioned, multiple
nearby alterations are impractical (see Fig. 3).

Seam consistency. Given two adjacent patches (to be sewn to-

© 2024 Eurographics - The European Association
for Computer Graphics and John Wiley & Sons Ltd.



A. Eggler, R. Falque, M. Liu, T. Vidal-Calleja, O. Sorkine-Hornung & N. Pietroni / Digital Garment Alteration 7 of 16

Figure 9: Possible positions of tearing propagation and associated
directions.

gether), we want to ensure that alterations happen coherently along
both seam sides.

No fragmentation of original patterns. We would like to avoid
excessive fragmentation of the original sewing pattern, such as al-
terations running close and parallel to an existing seam. Therefore,
we favor the creation of alterations in the middle of a seam.

Simple shape. We prefer alterations that have a simple shape, usu-
ally a strip. In some cases, multiple alterations can generate an L-
shaped patch insertion/removal.

Pattern coherency. Our system should favor alterations that ex-
ploit pre-existing seams. For example, adding or removing material
on the side of an existing seam is easier than on the middle (Fig. 3).

6.2. Deciding alterations

Instead of allowing the pattern pieces to rip in an uncontrolled way,
we let only one tear to be inserted at a time, and propagate it as
needed (explained below in Sec. 6.3). After each insertion, we re-
compute the new stress configuration using physically based sim-
ulation and potentially add a new tear. This strategy prevents the
creation of multiple jagged boundaries and encourages the creation
of a clean and well-structured, reduced set of cuts that result in a
more practically manageable set of alterations.

To avoid excessive fragmentation, we allow the tears to start
from a subset of boundary vertices close to the middle of each side.
Additionally, the tear can also start from a corner and propagate
along two possible directions (see Fig. 9). Propagating this kind
of tearing is realized by disconnecting border vertices from their
boundary constraints.

We determine the place of the next propagating tear by integer
linear programming (ILP). We define a Boolean variable for each
possible sampled location on patch sides bi ∈ {0,1}. We also de-
fine a Boolean variable for each corner cu

i ∈ {0,1} and cv
i ∈ {0,1}

(one for each direction). Corner variables are used to implement al-
terations along pre-existing seams and improve pattern coherency.
We can use these variables to enforce a set of constraints and match
our objectives:

• To limit the set of alterations, for each patch side s, we set the
sum of the Boolean variables to be less than the global threshold
Θ specified by the user, ∑i∈s bi ≤ Θ. We experimentally verify
that 1 is a good value for Θ.

• To implement consistency along seams, we first compute the set
B of pairs of boolean variables (bi,b j), i ̸= j, that correspond
to the same vertex in 3D, then we enforce equality for each pair,
i.e., bi = b j. This forces the tear to be either propagated on both
sides or none of the sides of a seam.

• To have a simple shape of the produced alteration, we impose
a mutual selection of corner variables, cu

i + cv
i ≤ 1. However, in

some practical cases, disabling this constraint creates a better so-
lution that includes L-shaped patches. While we allow the user to
control this constraint, we prevent the selection of multiple sub-
sequent corners that are closer than a certain threshold to avoid
excessive fragmentation of the resulting alteration (see Fig. 10).

Fig. 10 presents a simple ablation study demonstrating that dis-
abling the mentioned constraints leads to impractical alterations. In
the example on the left we allow multiple alterations to be selected
in each optimization step, resulting in unnecessary cuts to be prop-
agated. On the right, we allow all corner variables to be selected
simultaneously, producing a non-practical alteration set.

Figure 10: Left: Not limiting the set of alterations for each patch
side may result in impractical alteration. Right: Enabling multiple
corner selections can lead to complex L-shaped corner alterations.

Energy formulation. We want to propagate tears from the bound-
ary areas with maximum stress. The intuition is that these areas
benefit more from a tear that releases stress. We first associate to
each possible location bi and ci a weight factor w(bi) and w(ci),
which depends on the amount of stress tangential to the bound-
ary. Intuitively, we want to propagate a tear orthogonally to the
stress depending on the amount of tangential stress. Hence, given a
boundary vertex vi we can quantify the amount of tangential stress
as the absolute dot product between the stretch of each fiber (ex-

Figure 11: Stress direction computation for each boundary (left)
and corner points (right).
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pressed by the Jacobian) and the boundary direction (expressed us-
ing neighboring vertices). We illustrate this concept in Fig. 11.

Having defined the Boolean variables bi and ci and their corre-
sponding weights w(bi) and w(ci), we can find a solution to the
following problem:

max
b,c∈{0,1}

∑w(bi)bi + γ∑w(ci)ci, (2)

∀s, ∑i∈s bi ≤ Θ (3)

∀(bi,b j) ∈ B, bi = b j (4)

∀ci, cu
i + cv

i ≤1 (5)

subject to the the constraints to limit the set of alterations (Eq. 3),
the seams consistency (Eq. 4) and simple shape (Eq. 5). The param-
eter γ ≥ 1 favors the insertion of tears (hence corresponding alter-
ations) along existing seams and increases the pattern coherence.
Solving this program, we determine a set of possible tear locations.
However, we want to propagate only one tear at a time for each
patch, since every modification can significantly change the over-
all stress distribution. Hence, we add an additional constraint to
force only one Boolean variable for each patch to become 1. After
solving the above ILP, we propagate the tear as much as required,
update the physical simulation, recompute weights, and repeat this
process to find a new fracture point. We stop insertion when the
stress on each possible fracture starting point on patch boundaries
is below a certain threshold µ.

Although iteratively inserting tears can reduce stress, some tears
inserted early in the process may become redundant. Therefore, at
the end of the process, we check each tear to see whether it is still
necessary or has become obsolete due to later insertions. To ad-
dress this, we test whether its removal is possible by reverting the
tearing operation and then evaluating the resulting stress change. If
the stress remains below µ, then the tear is redundant and can be
reverted. This situation only occurred occasionally in our experi-
ments.

6.3. Tearing

As previously explained, tears are created in regions of high stress
and correspond to the areas where new fabric patches are inserted
or removed. We allow two main kinds of tears: edge and corner.

Edge tear. This kind of tear can start from one point close to the
middle of a patch side and requires more effort from a fabrication
point of view, as inserting or removing a new patch in such a region
involves cutting the original patches. Once the ILP decides that a
fracture has to be propagated from a boundary vertex v, we first
derive the propagation direction d. Ideally, the tear should propa-
gate perpendicularly to the maximum stress direction. Given that
we map one patch onto another, the stress of every triangular face
can be described again as a 2× 2 matrix J, we compute the direc-
tion of maximum stress using singular value decomposition (SVD).
Then, we compute the average of these directions for each face sur-
rounding v. Finally, the direction d is a unit vector orthogonal to this
average stress direction. Notice that because the choice of the ver-
tex on the boundary is determined by the stress along the boundary
direction itself, the fracture will most likely propagate orthogonally

Figure 12: A few steps of tear propagation from the middle of a
side (top) or a corner (bottom).

to the boundary as well. As the stress direction at the tip of a tear-
ing can change abruptly, we smooth the computed cut directions di
with the previous one di−1, then di = αdi−1 +(1−α)di for some
α ∈ [0,1]. If we start a new tear, no previous direction is available,
and we set α = 0. Fig. 12 (top) shows an example.

Corner tear. This type of tear starts at a corner and proceeds
along the boundary. In practical applications, this tear corresponds
to modifications that change existing seams, hence easier to real-
ize. To create this kind of tear, we release boundary vertices from
their constraints so they can move and relax stress. Fig. 12 (bottom)
shows an example of tear propagation from a side.

Once the propagation direction d is computed, we propagate the
fracture along the incident edge that aligns with it best. The proce-
dure propagates the tear if the operation releases more stress than a
given threshold. Otherwise, the propagation is stopped. While pa-
rameter α controls the cut directions’ smoothness, the final bound-
ary depends on the underlying triangulation and might be jagged.
An irregular boundary is difficult to cut. At the end of tear propaga-
tion, we process the new borders using Taubin smoothing [Tau95].
At the end of this optimization procedure, we retrieve final alter-
ations on PAlt using 2D Boolean operations and triangulations.

7. Physically-based simulation

As outlined in Sec. 3, we formulate a simple method for
cloth simulation using position-based dynamics (PBD) [MHHR07,
MCKM14]. Position-based dynamics requires formulating a set of
geometric constraints to define the mechanical behavior of the ob-
ject at a small scale. Constraints are mostly defined over faces. Each
face sets the target positions of its vertices that satisfy those con-
straints. Different constraints are then blended over vertices to de-
rive the next position.

Usually, in position-based dynamics, cloth is simulated by sim-
ply constraining edge lengths. However, this formulation assumes
that the textile has an isotropic behavior, which is usually false.
Cloth offers much resistance to change of length along fiber’s di-
rection while, at the same time, allowing shear. A similar considera-
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Figure 13: Five variations of a female reference body. Notice the alteration in the top-right corner, which contains both patch insertion and
removal.

tion has been used for 2D flattening in [PDF∗22] and in the context
of cloth simulation in [GHF∗07]. Here, we elaborate and extend
such constraints to work with the PBD framework.

For each triangle, we compute the Jacobian J (as described in
Sec. 5.1) that determines the in-plane deformation of each triangle,
or, in physical terms, it quantifies the change of length of fibers and
how much they deviate from being orthogonal (introducing shear).
The columns of the 2× 2 Jacobian matrix, Ju and Jv, indicate how
two unit vectors aligned with the direction of the fibers deform from
their rest shape (the 2D space of the patch) to the deformed state
in 3D. We can define the geometric constraints that maintain fiber
inextensibility and orthogonality by directly modifying J into a new
J̄ and adding constraints as follows:

Fiber inextensibility. By definition, J accounts for local deforma-
tion. To enforce the inextensibility of the fibers, it is sufficient to
normalize the columns Ju and Jv. We then compute the target po-
sition of a vertex of the rest shape when applying the deformation
without stretch: This includes local deformation, rotation and trans-
lation, whereas we find the latter two using procrustean analysis
(cf. [SHR16]). This constraint models the anisotropic behavior of a
textile that offers resistance along the direction of the fibers.

Fiber orthogonality. To control the shear of the fibers, we re-
orthogonalize the vectors Ju and Jv and compute the target position
of a vertex using the orthogonalized vectors. This constraint en-
sures that the unit frames remain perpendicular to each other, pre-
venting the occurrence of excessive stretching along the diagonal
direction.

To allow some degree of freedom to the deformation, we provide
two parameters δ and ρ that control the maximum allowed amount
of stretch and deviation from orthogonality. We then use fiber in-

extensibility for each vector Ju and Jv that deviate from unit length
more than δ. Similarly, we use fiber orthogonality for each Ju and
Jv whose angle differs from 90◦ by more than ρ and clamp them
to an angle of 90◦ ± ρ. These parameters govern the mechanical
behavior and depend on the fabric properties. To account for in-
variance of rotation and translation in 3D, at each time step, we
calculate the best-fitting rotation R and translation T using Pro-
crustes analysis [SHR16], and we compose these transformations
with the corrected J̄ to recover the final target position of vertices.

Bending. The bending behavior of fabrics can vary significantly de-
pending on their thickness and stiffness. We adopt the approach de-
scribed in [MHHR07] to model bending. We add a positional con-
straint for every vertex belonging to pairs of adjacent faces where
the angle between their normals exceeds a certain threshold.

Collisions. To manage the collisions between the garment mesh
and the avatar mesh during simulation, we enforce a constraint to
prevent the two meshes from intersecting. Similarly to many ap-
proaches in literature and industry [CLO22], we first pre-compute
a distance field to the body avatar. At each simulation step, we first
select vertices of the garment whose distance is below a certain
threshold. Then we move away from the avatar mesh by translating
them along the gradient direction of the distance field. We exclude
self-collision detection for the garment in this phase.

8. Implementation details

In this section, we review the components of our pipeline that are
not directly linked to the method itself. Yet, they remain essential
tasks that must be addressed to derive the correct alteration.

Body-to-body mapping. The garment transportation algorithm
discussed in Sec. 4 requires a smooth mapping between bodies
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Figure 14: Examples of garment alteration with different garments and fits.

which is obtained by morphing the template body into the target
body. We rely on a method similar to the one proposed by Falque
et al. [FVCM∗21]. The morphing is performed in a coarse-to-
fine approach, where a rough alignment is first obtained between
the two bodies using manual annotation. Then a refinement of the
morphing is performed by searching for correspondence between
the two surfaces at a vertex level. While the morphing automa-
tion is out of the scope of this paper, alternative fully automatic
methods could be used by leveraging the literature on shape corre-
spondence such as functional maps [OBCS∗12], which have seen
some recent improvement through the use of zoomout [MRR∗19],
additional regularization terms in the spectral domain [MO23],
and the formulation of the method in a deep learning frame-
work [LRR∗17, DSO20].

Managing symmetry. In all the examples shown in the paper,
the patterns are symmetric. Although the pipeline can handle non-
symmetric garments, it is crucial to ensure symmetry during the
process. Even though decorative elements like pockets may be
asymmetrical, the overall structure of garments typically maintains
symmetry. To achieve this, we enforce extrinsic symmetry by utiliz-
ing a plane. This approach allows us to flip the computation results
from one side of the garment to the other while also updating the
garment’s geometry at each step.

9. Results

We implemented our pipeline C++ using the Eigen library
[GJ∗10] and libigl [JP∗13]. To solve the linear programming prob-
lems for optimal alteration derivation (see Sec. 6.2), we used
GUROBI [Gur12]. To derive the new patches for the alterations
in correspondence with the tearing, we used Boolean operations in
2D in the Clipper library [Joh20]. To mesh the new areas created
during alteration, we used Triangle [She96]. Our pipeline takes, on
average, 30 seconds to fully process a dress composed of ∼10k
triangles on a 2017 MacBook Pro with a 2.3 GHz Intel processor.

To demonstrate the validity of the proposed approach, we test
the ability of our pipeline to generate a valid set of alterations and
successfully replicate the initial fit to the target body. The results of
these experiments are shown in Fig. 16. Next, we assess our method
with various body and garment shapes. Then we demonstrate how
the parameters affect the final set of alterations. Finally, we fabri-

cate a few examples to show how the proposed method can be used
in practice.

Body and garment variations. We assess our method by explor-
ing different variations of body shapes. To generate a range of hu-
man body shapes, we use the procedural generation of MakeHu-
man [Fou20]. We start with an average female body shape, dress
her in an input garment, and considered this our reference setup.
Then we vary the body’s size and height and let our method com-
pute the different alterations. We show this experiment in Fig. 13.
The reference body is in the middle of the image. The size varies on
the horizontal axis, while height varies along the vertical axis. We
report the final sewing pattern for each solution and highlight the
alterations. As is possible to observe, our method derives a correct
solution for all cases.

In Fig. 14, we show the results of our method on various kinds of
garments with different fits, including loose fit (sweater), medium
fit (pants), and tight fit (T-shirt). An additional example of the use
of our algorithm for loose dresses is shown in Fig. 15.

In some cases, some part of the pattern has to be kept intact. For

Figure 15: Alteration of a loose garment requiring cloth insertion
and removal.
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Figure 16: Two different garments are altered to fit a different body
shape in a similar way the garment fits the template body. In each
experiment, the first column displays the fitting map for the tem-
plate body, along with the resulting stress when the garment is
simply draped onto the target body. The third column presents the
fitting map after the alterations, while the final images depict the
performed alterations, with blue indicating insertions.

example, we want to avoid modifying the side of a patch with a zip-
per; similarly, we cannot modify garment parts that correspond to
pockets. Hence we allow the user to specify sides of pattern panels
that have to remain intact. As shown in Fig. 17, the system con-
verges to an alternative solution.

Parameter variations. A few parameters control the final sewing
pattern. We control pattern coherency, as described in Sec. 6.2, via
the parameter γ, which determines how many new cuts are gener-
ated or how much we rely on the pre-existing seams.

The user also can control the maximum allowed stretch on the
final pattern. Intuitively, the higher the threshold, the fewer the al-

Figure 17: Users can constrain the system to keep some sides intact
in the final pattern. In this case, the system retrieves an alternative
solution that avoids changes in the indicated side.

γ = 1 γ = 2

Figure 18: The effect of changing the γ parameter in the final pat-
tern; higher values of γ can be used to enforce seams coherency.

terations. As explained in Sec. 6.2, we control the maximum stretch
with the parameter µ. Fig. 19 shows the effect on the final pattern
for different values of this parameter.

Finally, Fig. 20 shows the effect of the parameter governing
patch simplicity. As explained in Sec. 6.2, we can add a constraint
to the linear program to allow only one corner tear to be selected
and avoid L-shaped alterations.

Fabricated examples. We verify the fabricability and the accuracy
of the derived sewing pattern. We acquire a real-world human body
through 3D scanning and adapt existing leggings from a template
avatar to fit the target person using our method. Then we cut and
sew the obtained pattern. We show the result of this process in Fig.
21. In Fig. 22, we demonstrate how our method can be used to alter
loose garments by adapting and fabricating a skirt for a 3D-scanned
human model. In Fig. 23, we adapt a shirt to a 3D-scanned body,
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µ = 1.05 µ = 1.15

Figure 19: The effect of changing the µ parameter in the final pat-
tern.

No L-Shape L-Shape

Figure 20: The user can enable or disable the creation of L-shaped
patches.

but this time all the alterations are cloth removals. Finally, we show
an extreme example of fabricated alteration in Fig. 1, where a pair
of leggings for a child is adapted to an adult and vice-versa. Note
that the material is added and removed correctly in the expected
areas. We show a phase of the fabrication process in Fig. 24.

10. Conclusions

In this paper, we introduced a novel system designed to automati-
cally compute a fabricable set of garment alterations, enabling users
to alter an existing garment from a reference to a target body. Our
pipeline exhibits robust capabilities in handling significant body
variations and diverse drapes of input garments, ranging from tight
to loose fits. Our approach involves a two-step process: initially,
we optimize the sewing pattern to adapt to the new body, and sub-
sequently, we derive a discrete set of operations to modify the ini-
tial sewing pattern for an optimal fit on the new body. The set of
modifications is grounded in reality and physically achievable, as
demonstrated by our results.

Computational garment alteration is a relatively unexplored area
in computer graphics and computational design. We have demon-
strated the real-world applicability of our approach through sev-

Figure 21: Left: simulation and patterns; right: photo of worn leg-
gings.

eral examples and physical fabrications of garments. Our system
expands the horizons of sustainable garment design by leveraging
computational methodologies for garment reuse through alteration.

Limitations and future work. Our method suffers from various
limitations that can be addressed in the future. Firstly, our method
requires an initial mapping between the reference and the target
body. The mapping is used only to transport the garment from
one body to another. We believe we can bypass this need with a
more robust collision handling [HPSZ11]. The patch layout op-
timization does not guarantee bijectivity. The final mapping can
have foldovers, or the garment can self-intersect in the 2D do-
main. However, we never experienced such a problem in practice.
The overall framework can also benefit from robust management
of self-intersections in the physical simulation. Our simulation can
only model a limited range of physical behaviors, but it could be
adapted to simulate more complex textiles. Finally, our ILP formu-
lation allows for the potential insertion of multiple tears at once,
which can expedite convergence. However, additional constraints
might be needed to avoid intersections.
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Figure 22: Different adaptations of loose skirts and final fabrica-
tion. Left: the reference fit; right: the altered version.

Network seed program (Automating the fit process for spacesuit
design manufacturing).
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Appendix A: Appendix

The following pseudo-code provides a comprehensive overview of
our entire processing pipeline. In step 1a, we simulate the draping
of the garment on the template body and compute the target fit-
ting map (as shown in Fig. 2.a). In step 1b, we drape the original
garment and evaluate the resulting fitting map. In step 2, we freely
modify the seams to derive the target patch layout that matches the
target fitting map (see Fig. 2.b). Finally, we alternate between tear-
ing propagation and ILP global solving to derive the final set of
feasible fabric alterations (see Figure 2.c).

ALGORITHM 1: Garment Alteration Pseudocode
Data: GR = reference garment
Data: PR = reference sewing pattern
Data:AR = reference avatar
Data:AT = target avatar
/* Step 1a: Simulate reference garment on

reference avatar and compute fitting map

*/
simulateGarmentOnBody(GR,AR,PR);
F(GT )← computeFittingMap(GR,PR,AR);
/* Step 1b: Drape garment on target avatar

and simulate */
GT ← drapeGarmentOnTargetAvatar(AT ,GR,PR);
simulateGarmentOnBody(GT ,AT ,PT );
/* Step 2: Iteratively compute the target

sewing pattern */
while not converged do
PT ← inverseJacobianOptimization(F(GT ),GT );

end
/* Step 3a: Addition of fabric */
/* Stretch the initial pattern to match the

boundary of the target sewing pattern */
PS← stretchPatternAndSimulate(PR,PT );
ILP← setupIntegerLinearProblem(PS);
tearLocations← solveILP(ILP);
foreach i ∈ tearLocations do

while stress at tip ≥ threshold do
propagateFracture(PS);

end
end
fabricToAdd← retriangulateDifference(PS,PT );
/* Step 3b: Removal of fabric */
/* Stretch the target pattern to match the

boundary of the initial sewing pattern */
PS← stretchPatternAndSimulate(PT ,PR);
ILP← setupIntegerLinearProblem(PS);
tearLocations← solveILP(ILP);
foreach i ∈ tearLocations do

while stress at tip ≥ threshold do
propagateFracture(PS);

end
end
fabricToRemove← retriangulateDifference(PS,PR);
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