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In the paper, we detailed two applications of our method: stock amplification and deformation transfer. In this document,
we provide additional results for each application.

Stock amplification via deformation. In Table 1, 2 and 3 we show the entire deformation results from the chair, table and
car categories. As mentioned in the main paper, the test sets consist of 100 pairs of unseen source and target shapes randomly
sampled from ShapeNet dataset [2].
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Figure 1: Visualization of the cages used in deformation transfer. Given a template source shape in a known pose with a manually created template cage
(second row, left, brown), our deformation network translates the vertices of the template cage to match the source to a novel target shape in various poses
(second row, blue). This cage-deformation can be transferred to a new character, provided a pose similar to that of the template source (row 3-5, left, brown).
The deformed novel characters are shown in blue in row 3-5.

Deformation transfer. In Figure 1 we illustrate the cages used in the humanoid deformation examples. In Table 4 we
provide additional results for 100 unseen target poses randomly sampled from the dataset provided by [3]. For each target
pose, we show the deformed shape for the original source shape used during training as well as the transferred deformation
for three novel source shapes, a woman from FAUST [1], a skeleton and a robot.

Two training variations are shown in Table 4. On the left, a rest-pose human is used as the source shape during training,
whereas on the right a T-pose human is used. The first variation shows less distortion, but tends to underperform when large
arm articulation is present in the target pose. The second variation shows more distortion on the arms but tends to match the
articulation of the target poses slightly better, especially when the arms are up. The results illustrated in the main paper are
generated using the first variation.

We think these distortions are related to the affine-invariance of MVC, and should be improved with Green Coordinates.
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Table 1: The deformation results of the chair category.
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Table 2: The deformation results of the table category.
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Table 3: The deformation results of the car category.
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Table 4: Additional results for humanoid deformation and deformation transfer to new characters. The target poses are shown on the left in green, the
template source (fixed during training) and the novel new sources are shown on the top in brown. We exhibit two training results, using a rest pose template
source and using a t-pose template source, shown on the left and right half of the table respectively.
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